
Exchange rate effects of US monetary policy – A
multi-dimensional analysis using identification

through heteroscedasticity*

Marc Burri† Daniel Kaufmann‡ §¶

November 19, 2024

Abstract

We identify the dynamic causal effects of monetary policy shocks on the exchange
rate for the United States. We propose an IV-estimator, which allows us to
combine identification through heteroscedasticity with recursive zero restrictions
to disentangle an interest rate target, path (forward guidance), and term premium
(asset purchases) shock. A target shock temporarily appreciates the USD. But the
effect vanishes after about 10 working days. We find similar effects for a path shock.
There is no evidence of a relevant term premium shock. Our findings suggest that
monetary policy affects the exchange rate predominantly through changes in the
interest rate target and forward guidance.

JEL classification: E41, E43, E44, E52, E58, C32

Keywords: Monetary policy shocks, exchange rate, forward guidance, large-scale
asset purchases, identification through heteroscedasticity

*We thank Martin Huber, Leif Anders Thorsrud, Eric Swanson, Mark W. Watson, Linyan Zhu, as well
as participants at the IRENE PhD Meeting in Neuchâtel, the SSES Annual Congress in Lucerne, and the
Workshop on Applied Macroeconomics and Monetary Policy in St. Gallen, for helpful comments.

†University of Neuchâtel, Institute of Economic Research, Rue A.-L. Breguet 2, CH-2000 Neuchâtel,
marc.burri@unine.ch

‡University of Neuchâtel, Institute of Economic Research, Rue A.-L. Breguet 2, CH-2000 Neuchâtel,
daniel.kaufmann@unine.ch

§KOF Swiss Economic Institute
¶Corresponding author



1 Introduction
How do monetary policy decisions affect the exchange rate? To answer this
question, economists resorted to theoretical and empirical approaches (Bjørnland,
2009; Dornbusch, 1976; Eichenbaum & Evans, 1995; Rogoff, 2002; Schmitt-Grohé &
Uribe, 2022). However, there is no consensus about the size and persistence of the
effects. Indeed, there is still a controversy about whether the exchange rate immediately
overshoots, as in the theory by Dornbusch (1976). Theoretically, the response depends
on rigidity in goods markets and the monetary policy regime (see, e.g., Benigno, 2004).
Empirically, the response depends on the sample period (Kim et al., 2017) and the
identification scheme (Bjørnland, 2009; Scholl & Uhlig, 2008). Some authors suggest that
the exchange rate does not overshoot at all (Schmitt-Grohé & Uribe, 2022), or displays a
delayed overshooting, for example, due to information rigidity (Müller et al., 2023). In
addition, there is little evidence on whether different monetary policies, such as changes
in the interest rate target, forward guidance, or large-scale asset purchases, affect the
exchange rate differently.

This chapter aims to fill this gap. Our main contribution is twofold. First, we propose to
combine a heteroscedasticity-based identification scheme with recursive zero restrictions
and estimate the impulse responses with an instrumental variables (IV) approach. This
allows us to identify multiple orthogonal monetary policy shocks exploiting the term
structure of interest rates. Second, we apply our approach to investigate how various
monetary policy shock dimensions in the United states affect the USD exchange rate at
high (daily) and low (monthly) frequency.

Our identification strategy rests on two insights. First, we can identify a linear
combination of a multi-dimensional monetary policy shock through heteroscedasticity,
that is, using the difference in the variance of financial market variables during monetary
policy event days and other days. Second, if we impose further restrictions, we can
recover the underlying multiple dimensions of the monetary policy shock. Specifically,
we impose recursive zero restrictions to identify a shock to the short-term interest
rate (target shock), medium-term interest rate (path shock or forward guidance), and
term spread (term premium shock or large-scale asset purchases). The zero restrictions
impose that a path shock has no immediate impact on the short-term interest rate, while
the term premium shock has no immediate impact on short- and medium-term interest
rates. We show that dynamic causal effects can be estimated separately for every shock
with a modification of the IV approach by Rigobon and Sack (2004). In addition, we

2



can test for weak instruments and provide evidence on the existence of each shock by
computing heteroscedasticity-robust F -statistics proposed by Lewis (2022b). Finally,
we show how to estimate the monetary policy shock series from the term structure of
interest rates, extending the procedure by Bu et al. (2021). This allows us to estimate the
impulse responses of low-frequency macroeconomic variables and compare our shocks
with existing high-frequency monetary policy surprises.

The main findings may be summarized as follows. The target, path, and term
premium shocks we identify are correlated with the corresponding multi-dimensional
high-frequency surprises for the United states by Swanson (2021). This suggests that
our procedure is a valid alternative for countries and periods where high-frequency
data is missing. In addition, we find evidence of a monetary policy target shock that
affects financial markets via short-term interest rates. After a target tightening, the
exchange rate immediately appreciates. Additionally, we find a path shock that affects
financial markets through the 2Y interest rate. The path shock also leads to an (almost)
immediate appreciation. Finally, we find evidence of a term premium shock affecting
the 10Y - 2Y spread. Again, an increase in this spread appreciates the USD. For all three
shocks, there is no evidence of a significantly delayed response. However, the estimation
uncertainty at longer horizons is high. Therefore, we use the shocks to estimate monthly
impulse responses in a structural vector-autoregression (SVAR) identified with external
instruments. Although the exchange rate response is persistent, there is no evidence of
a delayed overshooting puzzle.

Our first contribution relates to a large literature identifying causal effects of monetary
policy using financial market data. The identification strategy is closely related to
Canetg and Kaufmann (2022), who identify the effect of overnight rate and signaling
shocks of central bank debt security auctions by the Swiss National Bank on the
Swiss franc exchange rate. They assume the overnight rate shock immediately
affects all financial market variables through a short-term interest rate. However,
the signaling shock on impact affects only forward-looking variables, such as stock
prices, but not the short-term interest rate. They estimate the impulse responses using
a bootstrap algorithm, similar to Rigobon (2003). We show that impulse responses
can be alternatively estimated with an IV approach, similar to Rigobon and Sack
(2004).1 Additionally, we show how to impose zero restrictions to disentangle multiple

1The advantage of IV is that it saves computational time, is readily implemented in many software
packages, and there is a large literature on testing for weak instruments.
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dimensions of the monetary policy shock.2

Following the seminal work by Kuttner (2001), most researchers use high-frequency
identification schemes to identify multiple dimensions of monetary policy. The approach
is based on the idea that, within a narrow window around monetary policy decisions,
the only variation in financial market variables (mostly futures prices) stems from the
policy decision. Gürkaynak et al. (2005) show that path surprises, associated with longer
maturity interest rates, have a stronger effect on long-term interest rates than target
surprises. Nakamura and Steinsson (2018) show that these high-frequency surprises
comprise an ‘information effect’, that is, news the central bank communicates about
the state of the economy. These information shocks may bias the results because they
may lead to positive co-movement of interest rates and stock prices. In contrast, we
would expect a negative co-movement in the case of a surprise tightening or loosening
of monetary policy. Bauer and Swanson (2023b) argue that this information effect can be
explained by the information available to the public before the monetary policy decision
and, therefore, does not constitute inside information by the central bank. In addition,
they highlight the relevance of speeches in addition to FOMC decisions. Because these
monetary policy surprises are based on financial market instruments with varying
maturities and because of recent non-conventional central bank policies, recent papers
aim to disentangle various dimensions of monetary policy. Swanson (2021, 2024) and
Altavilla et al. (2019) estimate multiple factors from a cross-section of high-frequency
financial market data and rotate them so that they can be interpreted as a target, path,
or large-scale asset purchase surprises.3 Recently, Brennan et al. (2024) have shown that
various measures of high-frequency surprises yield varying results.

Compared to the high-frequency literature, our approach has several advantages.
High-frequency identification schemes remove background noise by computing changes
in financial market variables in a very narrow window around a monetary policy
announcement. This requires high-frequency data and exact knowledge of the intraday
timing of the event. Our identification rests on comparing the variance-covariance
of financial market variables on event and control days. The variance-covariance of
financial market variables serves as a counterfactual of how markets respond in the

2Lewis (2022a) estimates multiple dimensions of unconventional monetary policy announcements
using intraday heteroscedasticity. His approach allows for varying importance of various shocks across
announcements. He also finds that forward guidance has relevant effects. However, he also finds
evidence of relevant information and large-scale asset purchase shocks.

3Recently, Schlaak et al. (2023) show how to combine high-frequency identification schemes with
heteroscedasticity. As they exploit more exogenous variation, they can test the exogeneity of the
instruments. They find evidence against the validity of high-frequency monetary policy surprises.
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absence of a monetary policy shock. Because our identification does not rest on the
assumption that no other shocks occur during an event, we do not need to know the
exact intraday timing of the event. In addition, we do not need high-frequency data
and can use freely available daily data. Finally, the publication time of some events may
be imprecise or completely unknown. The disadvantage is that the analysis may suffer
from a weak instrument problem because daily data includes more background noise.
However, standard tests exist to address this issue (Lewis, 2022b).

Our second contribution is related to a large literature estimating the effect of monetary
policy on the exchange rate. Faust et al. (2003) use high-frequency surprises and estimate
impulse responses with a VAR. They do not find evidence of a delayed overshooting of
the exchange rate. Kearn and Manners (2006) estimate intraday dynamic responses for
several countries. They find a statistically significant intraday effect of monetary policy
on the exchange rate. Miranda-Agrippino and Rey (2022) use high-frequency monetary
policy surprises in a VAR and estimate a persistent but not delayed response of the real
exchange rate. Ciminelli et al. (2022) report similar findings to us, observing a peak in
appreciation one week after the shock, then a gradual return to its initial level.

Delayed overshooting is mostly, but not always, found in VARs identified with zero or
sign restrictions to estimate the causal effects of monetary policy on the exchange rate.
Eichenbaum and Evans (1995) document a delayed overshooting puzzle using a VAR
identified with zero restrictions. By contrast, Kim et al. (2017) suggest that this finding
may be an artifact of including the volatile 1980s in the estimation sample. Bjørnland
(2009) suggests that delayed overshooting disappears when long-term restrictions are
used instead of short-term restrictions. Finally, Faust and Rogers (2003) and Scholl and
Uhlig (2008) apply sign rather than zero restrictions and find little evidence in favor
of delayed overshooting. However, similar to our results and Faust et al. (2003), the
responses are imprecisely estimated. To the best of our knowledge, few papers examine
the exchange rate response to different monetary policy shocks identified through
heteroscedasticity. One notable exception is Wright (2012), who identifies monetary
policy shocks at the effective lower bound through heteroscedasticity and provides the
impact effect on bilateral exchange rates. However, he does not report dynamic causal
effects, does not examine multiple dimensions of monetary policy, nor compares the
resulting shocks to existing high-frequency surprises.

The remainder of the chapter is structured as follows. Section 2 presents the estimation
and identification strategy. Section 3 presents the data and describes the baseline
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specification. Section 4 discusses the results before the last section concludes.

2 Estimation and identification
We identify dynamic causal effects of multiple dimensions of monetary policy in a
heteroscedasticity-IV framework. We combine the IV-estimator suggested by Rigobon
and Sack (2004) with recursive zero restrictions to identify orthogonal monetary
policy shocks along the term structure of interest rates. In addition, we extend the
approach by Bu et al. (2021) to estimate monetary policy shock series identified through
heteroscedasticity via the term structure of interest rates to multi-dimensional shocks.
Finally, we use these shocks as external instruments to identify a monthly SVAR.

2.1 Model and estimation
Suppose the data generating process reads:4

yt = Ψεt + Γvt for t ∈ P (1)

yt = Γvt for t ∈ C

where yt is a vector of N dependent variables, εt is a vector of E i.i.d. monetary policy
shocks on policy event days (P ), and vt is a vector of N i.i.d. other shocks on policy
event as well as control days (P and C). Furthermore, Γ and Ψ denote impact matrices
of dimensions N × N and N × E, respectively. Finally, we assume that Ψ is lower
triangular.5 We will justify this identifying assumption in more detail below.

Under these assumptions, we can sequentially estimate the causal impact of the E

monetary policy shocks on yt (Ψ) using a heteroscedasticity-IV estimator. The first
equation of the model reads:

y1t = Ψ11ε1t + Γ1vt for t ∈ P (2)

y1t = Γ1vt for t ∈ C

where Ψij denotes the ith row and jth column of Ψ and Γi denotes the ith row of Γ.
Because Ψ is lower triangular, only the first monetary policy shock, ε1t, affects y1t.

As monetary policy shocks occur only on policy event days, the variance of y1t differs

4We drop constant terms and lags of the dependent variable for ease of exposition.
5Canetg and Kaufmann (2022) used this assumption to identify distinct overnight and signaling effects

of central bank debt security auctions.

6



between policy event and control days:

V[y1t] = Ψ2
11σ

2
1ε +

∑N
n=1 Γ2

1nσ2
nv for t ∈ P (3)

V[y1t] =
∑N

n=1 Γ2
1nσ2

nv for t ∈ C

where σ2
eε and σ2

nv denote the variances of monetary policy shock e and other shock n,
respectively.

Due to the recursive zero restrictions, the variance of y1t changes only due to monetary
policy shock 1. Thus, we can identify Ψ11 up to a scale from the difference in the variance
on policy event and control days (Ψ2

11σ
2
1ε). Intuitively, the variance of y1t on control days

serves as a counterfactual for the volatility of financial market variables in the absence
of a monetary policy shock.

We can identify the impact on y2t from changes in the covariance:

COV[y1t, y2t] = Ψ11Ψ21σ
2
1ε +

∑N
n=1 Γ1nΓ2nσ2

nv for t ∈ P (4)

COV[y1t, y2t] =
∑N

n=1 Γ1nΓ2nσ2
nv for t ∈ C

where Ψ11Ψ21σ
2
1ε corresponds to the difference in the covariances between policy event

and control days. Having identified Ψ11, this difference allows us to identify Ψ21.

Because only the first shock affects the first variable, we can identify Ψi1 for i =
1, . . . , N using a standard heteroscedasticity-based identification scheme (Rigobon,
2003). Therefore, we can estimate the impulse response using an IV-estimator (Lewis,
2022b; Rigobon & Sack, 2004). The instrument, the first, as well as the second stage read:

Z1t =
[
1(t ∈ P ) T

TP

− 1(t ∈ C) T

TC

]
y1t (5)

y1t = α1 + β1Z1t + u1t

yit = αi + Ψ̃i1ŷ1t + eit

where 1(t ∈ X) denotes an indicator function that equals one if the condition in
parentheses is true and zero otherwise, and T , TP , and TC are the number of total,
policy event and control days, respectively. In addition, Z1t and ŷ1t = β̂1Z1t denote the
instrument, as well as the first-stage prediction based on OLS estimates. Finally, αi, βi,
and Ψ̃ij are regression parameters and u1t and eit are regression residuals.

Four comments are in order. First, the instrument is uncorrelated with vt, and therefore

7



eit, because ε1t occurs only during policy event periods (see e.g. Lewis, 2022b, for a
detailed discussion). Second, the instrument is also uncorrelated with other monetary
policy shocks because the variance of y1t changes on event days only due to ε1t (recursive
zero restriction). Third, as we construct the instrument with y1t, we assume that the first
shock changes the variance of this variable on event days. As we will see below, we can
construct an F -statistic to verify this. Finally, we identify the impulse responses only up
to a scale because the impact on y1t is normalized to unity, that is, Ψ̃i1 = Ψi1/Ψ11.

We can then identify the causal effect of monetary policy shock 2 using the second
equation of the model:

y2t = Ψ21ε1t + Ψ22ε2t + Γ2vt for t ∈ P (6)

y2t = Γ2vt for t ∈ C.

Because Ψ is lower triangular, the variance of y2t changes on policy event days due to the
first and second monetary policy shock. If we fail to control for shock 1, the instrument
will be correlated with ε1t, and the error term. Therefore, the exclusion restriction would
be violated. Controlling for monetary policy shock 1 is straightforward by separately
controlling for y1t on event and control days. This is because, on control days, y1t

depends on ε1t but not on ε2t. We can construct an additional instrument using the
second variable and then use both instruments to estimate Ψ21. The instrument, the
first, as well as the second stage, then read:

Z2t =
[
1(t ∈ P ) T

TP

− 1(t ∈ C) T

TC

]
y2t (7)

y1t = α1 + β11Z1t + β12Z2t + u1t

y2t = α2 + β21Z1t + β22Z2t + u2t

yit = αi + Ψ̃i2ŷ2t + Ψ̃i1ŷ1t + eit.

On event days, y2t and Z2t are correlated with shocks ε1t and ε2t. However, by including
ŷ1t as a control, the instrument will not be correlated with the error term. Again, we
identify Ψi2 only up to a scale because the initial response on y2t is normalized to unity,
that is, Ψ̃i2 = Ψi2/Ψ22.

More generally, we can recursively identify the impact matrix of E-dimensional
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monetary policy shocks using the following instruments, first and second stages:

Zet =
[
1(t ∈ P ) T

TP

− 1(t ∈ C) T

TC

]
yet, e = 1, . . . , E (8)

yet = αe +
E∑

j=1

βejZjt + uet, e = 1, . . . , E

yit = αi +
E∑

j=1

Ψ̃ij ŷjt + eit, i = 1, . . . , N.

We can extend this framework to include additional control variables and estimate
cumulative daily impulse responses. Details are given in Appendix A.

2.2 Identifying assumptions
The main identifying assumption is that policy events occur on pre-determined days
(see Canetg & Kaufmann, 2022). For example, suppose the Federal Reserve is more
likely to make decisions during economic distress. In that case, the variance of other
shocks is different between policy event days and control days. Focusing on FOMC
decisions, as well as planned speeches, fulfills this requirement. We will distinguish
between scheduled and unscheduled FOMC decisions in a robustness test.

Furthermore, we assume that other shocks occur randomly across policy and control
days. This assumption is violated if the FOMC schedules its policy meeting as a function
of major economic data releases. For example, if FOMC meetings are usually scheduled
after the release of quarterly GDP figures, there is a ‘news’ shock that will not affect
the economy on policy event days. In addition, it may be that other central banks
schedule their meetings briefly after the Federal Reserve to take into account policy
surprises in their own decisions. Therefore, the assumption that the variance of other
shocks is constant between policy event days and control days is violated. We account
for this issue by excluding various other events from the control days across multiple
robustness checks.

Finally, we impose recursive zero restrictions. These restrictions are unnecessary
to identify the overall monetary policy shock, that is, the weighted average of all
orthogonal dimensions. But, they serve to disentangle various orthogonal dimensions if
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they exist.6 In our application, we order interest rates along the term structure, ordering
a short-term interest rate first. The recursive zero restrictions imply that the first shock
potentially affects all variables and has to increase the variance of the short-term interest
rate. Therefore, it resembles the target surprise by Altavilla et al. (2019), which is a
factor estimated on a high-frequency data set that loads only on short-term interest
rates. Because of the zero restriction, our second shock has no immediate impact on
the short-term interest rate but affects the medium-term interest rate. Therefore, it
resembles the path surprise Altavilla et al. (2019) identified as being orthogonal to the
target surprise. Finally, our term premium shock does not immediately impact short- or
medium-term interest rates. But it has to affect the term spread. This resembles the QE
shock by Altavilla et al. (2019), which is identified using high-frequency surprises that
are orthogonal to the target and path surprises.

2.3 Weak instruments and number of monetary policy shocks
To test for weak instruments, we follow Lewis (2022b) and compute a
heteroscadasticity-robust F -statistic for every instrument (e = 1, . . . , E):

Fe =
β̂2

e

(∑T
t=1 Z2

et

)2

∑T
t=1 Z2

etû
2
et

(9)

where β̂e and ûet are the OLS estimates of the first-stage coefficient and residuals,
respectively. Intuitively, the F -statistic increases in the absolute size of the first-stage
regression coefficient. The instrument is stronger if the instrument is more highly
correlated with the outcome variable. The correlation will be higher the more
the variance changes during policy event days. Then, the F -statistic falls with a
higher covariance between the instrument and the first-stage residuals. Intuitively,
the instrument is weaker if it is more highly correlated with unobserved factors
(‘background noise’). As Zet is generally correlated with uet, an increase in the variance
of uet leads to an increase in the covariance between Zet and uet. Intuitively, if more of
the variation in Zet stems from background noise rather than the changes in the variance
between policy event days and control days, the instrument will be weaker.

6Swanson (2021) uses similar assumptions to identify three-dimensional monetary policy shocks.
First, he imposes that changes in forward guidance and LSAP do not affect the current federal funds
rate. Second, he imposes the restriction that the LSAP shock is as small as possible in the pre-ELB period.
Therefore, our assumptions are weaker since we do not assume his second restriction.
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Interestingly, the F -statistic also indicates whether there is a relevant additional
monetary policy shock dimension in the first place. Recall that we construct an
additional instrument for equation e with variable yet. Therefore, we assume that
shock e changes the variance of this variable, conditional on shocks 1, . . . , e−1. Suppose
there are E monetary policy shocks, but we estimate the first-stage regression for a
nonexistent shock e = E + 1.7 Then, the variance of yE+1,t increases during policy
events only due to the shocks 1, . . . , E, for which we control by including the other
instruments in the first-stage Zjt, j = 1, . . . , E. That is, conditional on the other shocks,
the variance of yE+1,t does not increase on policy event days. Therefore, the OLS estimate
on instrument Zt,E+1 is zero, and FE+1 = 0 asymptotically.8 This suggests that a positive
F -statistic is a sufficient condition for the existence of a monetary policy shock.

2.4 Estimation of the monetary policy shock series
We adapt the method developed by Bu et al. (2021) to estimate three-dimensional
monetary policy shock series from the term structure of interest rates. Bu et al. (2021)
propose a two-step regression in the spirit of Fama and MacBeth (1973) to estimate a
one-dimensional unobserved monetary policy shock, εt. First, they estimate the impact
of a monetary policy shock on interest rate changes of maturities from 1 to 30 years via
heteroscedasticity. Second, for every period with an FOMC decision, they perform a
cross-sectional regression of the interest rate changes on the impact matrix. The OLS
coefficients of these regressions are then proportional to the underlying unobserved
monetary policy shocks.

Their approach can be readily extended to multiple monetary policy shocks. Suppose
there are three orthogonal dimensions of monetary policy:

εt =

ε1t

ε2t

ε3t

 . (10)

We construct an interest rate data set with the following ordering:

7See also Appendix B.
8Note, however, that a low F -statistic can be the result of a lot of background noise relative to the

variance of an existing structural shock or of a sign of the absence of an additional shock.
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yt = [i3m
t , i2y

t , i10y−2y
t , i20y

t ]′ (11)

where the first three variables are required to impose the recursive zero restrictions, we
can add further interest rate data to estimate the shocks. For ease of exposition, we only
add one additional interest rate.9

The model, therefore, reads:

yt =


Ψ11 0 0
Ψ21 Ψ22 0
Ψ31 Ψ32 Ψ33

Ψ41 Ψ42 Ψ43


ε1t

ε2t

ε3t

+ Γvt for t ∈ P. (12)

However, we can estimate each column of Ψ only up to scale, where we assume:

Ψ = Ψ̃

a 0 0
0 b 0
0 0 c

 (13)

where a, b, and c are constants.

Bu et al. (2021) suggest regressing the vector of dependent variables on the impact
matrix for every event day. In our multi-dimensional setting, we have one impact
matrix for every shock and, therefore, a multi-variate regression: The OLS estimator of

9In our application, we use the three and six-month interest rates and the one to thirty-year Treasury
yields from the Gürkaynak et al. (2007) dataset to estimate the shocks.
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yt on Ψ̃ on day t can be written as:

ε̂t = [Ψ̃′Ψ̃]−1Ψ̃′yt (14)

= [Ψ̃′Ψ̃]−1Ψ̃′Ψεt + [Ψ̃′Ψ̃]−1Ψ̃′Γvt

= [Ψ̃′Ψ̃]−1Ψ̃′Ψεt + [Ψ̃′Ψ̃]−1Ψ̃′Γvt

= [Ψ̃′Ψ̃]−1Ψ̃′Ψ̃

a 0 0
0 b 0
0 0 c

 εt + [Ψ̃′Ψ̃]−1Ψ̃′Γvt.

OLS is an unbiased estimator if the term [Ψ̃′Ψ̃]−1Ψ̃′Γvt is zero in expectation. We can
show that this is formally the case if E[Γvt|Ψ̃] = 0, that is, we need an orthogonality
assumption between Ψ̃ and Γvt (see Appendix C). This implies that the cross-sectional
variation in the responses of the dependent variables to the monetary policy shocks is
unrelated to the variation in the responses to other shocks. Under this assumption, we
have:

E

ε̂1t

ε̂2t

ε̂3t

 = E

aε1t

bε2t

cε3t

 ∝

ε1t

ε2t

ε3t

 . (15)

That is, we can recover the underlying shocks up to a scale. If this assumption is violated,
the shocks will suffer from an unobserved variables bias because we fail to control for
variation in Γvt. This introduces time-varying ‘background noise’ via the other shocks
vt (see Appendix C).

2.5 The structural VAR model
Having an estimate for the three dimensions of monetary policy shocks, it is of interest
to see how these shocks affect macroeconomic variables on a lower frequency. To
calculate the responses at a monthly frequency, we use the estimated shocks in an SVAR
identified with external instruments (also known as proxy VARs) (Mertens & Ravn,
2013; Stock & Watson, 2018).

In a first step, we estimate a reduced-form monthly VAR with n = 7 macroeconomic
variables:

Yt = α + B(L)Yt−1 + ut (16)
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where Yt is a vector of endogenous variables, B(L) denotes the lag operator, and ut is a
vector of reduced-form residuals with covariance matrix V[ut] = Ω. As is common in the
literature, we use a specification with 12 monthly lags (Bauer & Swanson, 2023b; Gertler
& Karadi, 2015; Ramey, 2016). We assume the relationship between the reduced-form
residuals, ut, and the structural shocks, εt, is linear

ut = Sεt (17)

where S is the n × n structural impact matrix. Following common practice, we assume
that the economy is governed by a sequence of uncorrelated structural shocks, εt, with
V(εt) = I . Without loss of generality, we assume that the first shock is a target shock, ε1t,
the second shock is a path shock, ε2t, and the third shock is a term premium shock, ε3t.
Therefore, columns 1 through 3 of S specify the impact effects of different dimensions
of monetary policy on ut and Yt. It follows from the variances of ut and εt that

SS ′ = Ω. (18)

The goal is to identify the first three columns of S. However, infinitely many potential
matrices S satisfy the equation (18). To estimate S, we need additional information or
assumptions.

2.6 VAR identification using external instruments
We use the external instruments approach to estimate the effects of different dimensions
of monetary policy. We use the monetary policy shocks as our instruments zt, which
are converted to a monthly series by summing the shocks on event days within each
month.

The main assumption behind the external instruments approach is that the instruments
are correlated with the structural shock of interest but uncorrelated with all other shocks.
For example, this condition might be violated when the instrument for the target shock
is not only correlated with the target shock but also with the term premium shock. Table
5 in the Appendix provides evidence that this might be the case. This correlation might
result from a violated orthogonality condition when estimating the shocks (see Section
2.4). To account for this, we jointly identify the three dimensions of the monetary policy
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shock. The identifying restrictions are given by

E
[
ztε

′
1,t

]
= Φ (19)

E
[
ztε

′
2,t

]
= 0k×(n−k) (20)

where Φ is a k × k matrix of full rank. ε1,t is the vector of k structural shocks to be
identified, and ε2,t denotes all the other structural shocks. The relevance (19) and
exogeneity (20) conditions together with the variances for ut and εt imply

E [ztu
′
t] = E [ztε

′
t] S ′ = E

[
zt

(
ε′

1,t ε′
2,t

)](S ′
1

S ′
2

)
= (Φ, 0)

(
S ′

1

S ′
2

)
= ΦS ′

1 (21)

E [ztu
′
t]E [utu

′
t]

−1 E [utz
′
t] = ΦS ′

1 (SS ′)−1
S1Φ′ = ΦS ′

1(S ′)S−1S1Φ′ = ΦΦ′ (22)

where S−1S1 =
(

Ik 0(n−k)×k

)′
and S1 is the first k columns of S. If k = 1, Φ is a scalar,

and the identification is unique up to sign and scale. If k > 1, Φ has k2 unique elements,
while ΦΦ′ is symmetric with only k(k+1)

2 unique elements. Hence, the instrument
moment restrictions are not sufficient. Therefore, we additionally impose the restriction
that the path and the term premium shocks do not affect the three-month interest rate
on impact. Moreover, the term premium shock does not affect the two-year Treasury
yield on impact. These additional assumptions identify the three structural shocks. We
provide more details on the joint identification of k structural shocks with k instruments
in Appendix D.

3 Data
In what follows, we present the dependent and control variables used to estimate daily
and monthly exchange rate responses, policy event days, and control days. We use
daily data from 1988–2022.10 The monthly variables span from January 1973 to February
2020. Note that in an SVAR identified with external instruments, the estimation and
identification sample do not need to be congruent. Following Bauer and Swanson
(2023b), we use the sample spanning January 1988 to December 2019 for identification.
The exact data sources are listed in Appendix E.

10There are some missing values due to weekends and public holidays. We remove all these values
and interpolate a few additional missings before transforming the data.
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3.1 Dependent variables
We use exchange rate data recorded at noon EST from the Federal Reserve Board.
Besides a nominal effective exchange rate, we also examine the USD exchange rate
vis-à-vis the CHF, GBP, JPY, CAD, and EUR. Before the euro-changeover, we use the
USD/DEM exchange rate.11 All exchange rates are defined as one USD in terms of
foreign currency. A decrease in the exchange rate is an appreciation of the USD. All
exchange rates are included as log-changes, multiplied by 100, such that the cumulative
impulse responses are measured in percent.

We use interest rates along the term structure to identify multiple dimensions of
monetary policy shocks on daily frequency. Specifically, we use the three-month interest
rate to represent the target shock and the two-year Treasury bill and a term spread
(ten-year minus the two-year Treasury bill) to represent the path and term premium
shocks, respectively. They are recorded at market close, typically 4 pm EST. We include
them in first-differences so that the cumulative impulse responses are measured in
percentage points.

Recall that the model reads

yt =
L∑

l=1

Φlyt−l + Ψεt + Γvt for t ∈ P (23)

where we include L = 4 lags of the dependent variables.

In the baseline, we set

yt = [i3m
t , i2y

t , i10y−2y
t , neert]′ (24)

with

Ψεt =


Ψ11 0 0
Ψ21 Ψ22 0
Ψ31 Ψ32 Ψ33

Ψ41 Ψ42 Ψ43


ε1t

ε2t

ε3t

 . (25)

The ordering implies that the target shock (ε1t), which changes the variance of the

11The USD/DEM is transformed to a hypothetical USD/EUR using the official euro-changeover
exchange rate.
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three-month interest rate, affects on impact all variables.12 The path shock (ε2t), which
changes the variance of the two-year rate (conditional on the target shock), does not
affect the three-month rate on impact. The term premium shock (ε3t), which changes the
variance of the term spread (ten-year minus two-year rate), conditional on the target and
path shocks, does not affect the three-month and two-year rate on impact. In addition,
we include the nominal effective exchange rate as the outcome variable of main interest.

We estimate a reduced-form VAR with n = 7 macroeconomic variables to calculate the
responses at monthly frequency. As has become standard in monetary policy VARs
following Gertler and Karadi (2015), we use the log of industrial production, the log
of the consumer price index (CPI), and the Gilchrist and Zakrajšek (2012) excess bond
premium. Additionally, we add the log of the nominal exchange rate index. We add
the three-month interest rate to represent the target dimension of monetary policy. For
the path component, we follow Swanson (2024) and add the two-year Treasury yield.
Finally, we add a term spread (ten-year minus two-year Treasury yield) to represent
the term premium dimension. Gertler and Karadi (2015) use the one-year instead of
the two-year Treasury yield. However, the two-year rate was unconstrained during the
ZLB, making it a better stance of the path component of monetary policy.13 Following
Bauer and Swanson (2023b) and Brennan et al. (2024) we use the end-of-month values
for all interest rates. Our sample spans January 1973 to February 2020. We end the
sample in February 2020 because we do not want to estimate a model with the large
swings of industrial production during the Covid–19 pandemic. All variables except
interest rates and the bond premium are expressed in logarithms multiplied by 100.
Therefore, their responses are measured in percent, while the responses of the interest
rates and the bond premium are in percentage points.

3.2 Events
As monetary policy events, we use the 323 FOMC announcement dates (announcements
only) for the period 1988-2019 by Swanson and Jayawickrema (2023), extending them to
include 2020–2022. We end up with 344 FOMC announcement dates, whereby 284 are
regularly scheduled FOMC meetings.14 The remaining 60 correspond to unscheduled

12In the baseline, we use the three-month rate instead of the Federal Funds Rate to identify the target
shock because FOMC meetings do not occur every day. Therefore, target surprises are usually expected
to change the interest rate for more than one day.

13The results are very similar whether we use the one- or two-year Treasury yield in our analysis.
14Note that the FOMC only started in 1994 to announce its decisions for the federal funds rate target

after each FOMC meeting.
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FOMC (intermeeting) conference calls.15 In addition, we use dates of relevant speeches
and testimony before Congress by the Chair and the Vice-Chair of the Federal Reserve.
Recent work by Swanson (2023) and Swanson and Jayawickrema (2023) shows that
these speeches are an important source of variation in U.S. monetary policy. In contrast
to Swanson and Jayawickrema (2023) who read the newspaper the following day
to judge whether the speech had implications for monetary policy, we use a more
data-driven approach to identify relevant speeches.16 We use a topic modeling approach,
identifying transcripts that mainly concern monetary policy decisions.17 We aim to
exclude transcripts that refer mainly to the state of the economy or regulatory changes.
Thereby, we aim to exclude potential information effects (see Nakamura & Steinsson,
2018). In total, we add 81 speeches to our event dataset.18 As a robustness test, we also
estimate monetary policy shock series over a longer sample starting in 1982. Between
1982 and 1988, we identified 17 more important speeches, 48 scheduled FOMC meetings,
and 19 discount rate changes that we use as event days. Our baseline specification uses
all other days as control. However, we test the robustness of the results by excluding
days that may systematically increase the variance of control days relative to policy
event days.

4 Empirical results
This section discusses the results. We start by showing how our three-dimensional
monetary policy shock is related to the high-frequency surprises by Swanson (2021).
Then, we discuss the exchange rate responses on a daily and monthly basis. Moreover,
we show how sensitive daily and monthly results are to different modeling and data
specifications.

4.1 The monetary policy shock series
How do lower-frequency non-financial variables respond to our novel target and path
shocks? To answer these questions, we estimate the monetary policy shock series,
extending the approach by Bu et al. (2021) to multiple dimensions and estimate impulse
responses in an IV-SVAR framework at monthly frequency.

15Note that these numbers differ from Swanson and Jayawickrema (2023) because we use daily data
and define events on a daily basis. In contrast, they sometimes have two events on one day. We refer to
their paper for more details about the selection of event dates.

16Unfortunately, we can not compare the speeches we identified with the speeches by Swanson and
Jayawickrema (2023) because their dataset is not available to the public at the time of writing this chapter.

17A detailed description of how relevant articles are identified can be found in Appendix F
18Two of them take place on the same date as a FOMC announcement.
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Table 1 — Comparison to existing shocks

Swanson FFR Swanson Path Swanson LSAP Bu et al. (2021)

Target 1.534∗∗∗ 0.073 −0.382∗∗∗ 0.118∗∗∗

(0.285) (0.203) (0.127) (0.003)

Path 0.631∗∗ 2.388∗∗∗ 0.342 0.178∗∗∗

(0.281) (0.525) (0.281) (0.003)

Term premium −0.982∗∗∗ 0.240 1.593∗∗∗ -0.003

(0.348) (0.378) (0.584) (0.002)

Observations 241 241 241 215

R2 0.352 0.331 0.287 0.986

Adjusted R2 0.344 0.323 0.278 0.986

Notes: The table shows regressions of our estimated monetary policy shocks on the shocks provided
by Swanson (2021) and Bu et al. (2021). Significance levels are given by ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01.
HAC robust standard errors are in parentheses.

To check whether the procedure produces reasonable shock series, we compare the
estimated shocks to the three-dimensional high-frequency shocks by Swanson (2021).
Figure 21 in the Appendix shows that the estimated target and path shocks are
substantially correlated with Swanson’s high-frequency counterparts. The correlation
amounts to around 0.5.19 In Table 1, we regress our shocks on Swanson’s high-frequency
shocks as well as the Bu et al. (2021) shocks. Our shock explains about one-third of
the variation in Swanson’s FFR, path, and LSAP shocks. Moreover, the corresponding
coefficients are highly statistically significant. Moreover, our shocks explain 99.8 %
of the variation in the Bu et al. (2021) shock, with all coefficients being statistically
significant. Bu et al. (2021) show that their shock is not predictable by any other
information available before the release of the FOMC announcement. This suggests that
our shocks are not predictable as well. These results show that even if the methodology
and the data compared to Swanson (2021) are different, the shocks are substantially
correlated. This suggests that our shocks are reasonable and can be used to estimate the

19For robustness, we used alternative interest rate data published by the Federal Reserve Board instead
of the estimates by Gürkaynak et al. (2007). The advantage is that we know that the time stamp is 4
pm. The disadvantage is that we have fewer maturities (3M, 6M, 1Y, 2Y, 3Y, 5Y, 7Y, 10Y, 20Y, 30Y). The
correlation with the shocks by Swanson (2021) is even higher (see Figure 23 and Table 4 in the Appendix),
while the correlation with the shocks by Bu et al. (2021), who use the same data as in our baseline, is
lower. However, our results are robust to using either data source.
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impact of monetary policy on macroeconomic variables at a lower frequency.

4.2 Daily effects on the exchange rate
Figure 1 shows the impulse responses to a target, path, and a term premium shock,
respectively. The solid lines show the local projection estimates. In addition, the figure
provides the F -statistics for each shock. The F -statistics for all three shocks are relatively
large. Lewis (2022b) suggests, as a rule of thumb, that for F > 23 the bias due to weak
instruments is sufficiently small. This condition is satisfied for all three dimensions. This
suggests that monetary policy events comprise at least three orthogonal dimensions
affecting short-, medium-, and long-term interest rates.

Turning to the impulse responses, a target shock tightening leads to a temporary
appreciation of the USD, which vanishes after ten working days. The response is
slightly delayed. However, the delay is not statistically significant. In addition, this may
be partly related to the fact that exchange rates are recorded at noon, so it takes one
working day until the full effect of the monetary policy shock is recorded in the data.
Overall, there is no indication of a delayed overshooting puzzle.

A path shock tightening does not affect the 3M interest rate on impact due to the
recursive zero restriction. As we would expect, the short-term interest rate is not
significantly affected even after a few working days. However, we observe a rapid
appreciation of the exchange rate. The exchange rate remains persistently stronger
for the entire horizon we examine. However, the response is relatively imprecisely
estimated. Finally, the term premium shock raises the term spread for up to ten working
days while not significantly affecting the 3M or 2Y interest rates. The exchange rate also
appreciates. Although the response is slightly delayed, it reaches the trough already
after about five working days.

The delayed overshooting puzzle observed in monthly or quarterly VARs occurs at
longer lags. We, therefore, estimate the exchange rate response to a target and path
shock for up to 100 working days. Figure 2 shows that the exchange rate response is
not statistically significantly different from zero at any horizon between 10 and 100
working days for the target shock.20 Therefore, we do not find evidence in favor of
delayed overshooting. However, we find a more persistent response for the path and
term premium shocks. Given the large estimation uncertainty, other patterns are also
possible, in line with Faust et al. (2003). The daily responses are not accurate enough

20The F -statistics are slightly different from the baseline because we adapt the sample to estimate the
long-run responses with the same number of observations as the short-run responses.
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Figure 1 — Impulse responses to orthogonal monetary policy shocks

0.0

0.2

0.4

0.6

0 5 10 15 20

3M rate

0.0

0.1

0.2

0.3

0.4

0 5 10 15 20

2Y rate

−0.4

−0.3

−0.2

−0.1

0.0

0 5 10 15 20

Spread 10Y − 2Y

−1.0

−0.5

0.0

0.5

1.0

0 5 10 15 20

Exchange rate

Target
F−statistic = 44.8   Tp = 420   Tc = 8311   To = 0

−0.8

−0.4

0.0

0.4

0 5 10 15 20

3M rate

−0.2

0.0

0.2

0.4

0.6

0 5 10 15 20

2Y rate

−0.2

0.0

0.2

0.4

0.6

0 5 10 15 20

Spread 10Y − 2Y

−6

−4

−2

0

0 5 10 15 20

Exchange rate

Path
F−statistic = 35.2   Tp = 420   Tc = 8311   To = 0

−0.25

0.00

0.25

0.50

0 5 10 15 20

3M rate

−0.3

0.0

0.3

0.6

0 5 10 15 20

2Y rate

−0.6

−0.3

0.0

0.3

0.6

0 5 10 15 20

Spread 10Y − 2Y

−6

−3

0

3

0 5 10 15 20

Exchange rate

Term premium
F−statistic = 27.4   Tp = 420   Tc = 8311   To = 0

Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The
horizontal axis is measured in working days (excluding weekends and holidays). All interest rate
responses are measured in percentage points. The exchange rate response is measured in percent. 90%
and 95% confidence intervals are based on HAC-robust standard errors. Tp, Tc, To denote the number
of policy event days, control days, and other days, respectively.

to provide evidence in favor or against delayed overshooting for the path and term
premium shocks. In the next section, we will address the question in more detail when
estimating monthly impulse responses in a SVAR.
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Figure 2 — Long-run impulse responses to orthogonal monetary policy shocks
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The
horizontal axis is measured in working days (excluding weekends and holidays). All interest rate
responses are measured in percentage points. The exchange rate response is measured in percent. 90%
and 95% confidence intervals are based on HAC-robust standard errors. Tp, Tc, To denote the number
of policy event days, control days, and other days, respectively.

4.3 Monthly macroeconomic effects
Is the lack of delayed overshooting due to the daily frequency of our data? To answer
this question, we estimate the responses of the nominal exchange rate and other
macroeconomic variables on monthly frequency using a SVAR identified with external
instruments.
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Table 2 — First-stage regressions

Burri and Kaufmann Swanson (2021) Bu et al. (2021)

Target Path Term premium FFR Path LSAP

F -stat 12.05 4.35 15.43 7.29 2.32 7.30 0.21

R2 0.09 0.03 0.11 0.06 0.02 0.06 0

Obs. 384 384 384 336 336 336 312

Notes: The table shows the results of the first-stage regressions of the corresponding interest rate residual
(3M, 2Y, 10Y - 2Y) on the three external instruments in the column header. The one-dimensional Bu
et al. (2021) shock is regressed on the two-year Treasury bill residual. F -statistics above 10 indicate
strong instruments.

The core assumption behind the method of external instruments is that the instruments
are correlated with the structural shocks to be identified yet uncorrelated with any
other structural shocks. Because the true value of the monetary policy shocks is
unobserved, these conditions must be justified economically. Our shocks capture news
about monetary policy transmitted via FOMC announcements and speeches by FOMC
officials. Therefore, our series is expected to meet the relevance condition economically,
though there is a concern that the instrument may be only weakly relevant. In this case,
standard inference may fail to produce reliable results. An important statistic to check
for the strength of the instrument is the F -statistic in the first-stage regression of the
corresponding interest rate residual from the VAR on the instruments (Montiel Olea
et al., 2021). To be confident that a weak instrument problem is not present, Montiel Olea
et al. (2021) use a rule of thumb of F > 10. Table 2 shows the results of the first-stage
regressions of the corresponding interest rate residual on the three external instruments.
The F -statistics are above 10 for the target and term premium shocks, suggesting that
the instruments are strong. However, the F -statistic is below 10 for the path shock. This
suggests that the path shock is not precisely estimated. Therefore, we should interpret
the results of the path shock with caution. For comparison, we also show the F -statistics
for the Swanson (2021) and Bu et al. (2021) shocks. The F -statistics are well below 10,
suggesting that the instruments are potentially weak.

The exogeneity condition is more difficult to justify. Recent research findings put
into question that this condition holds for commonly used high-frequency monetary
policy shocks by showing that they are predictable by information available to the
public before the FOMC announcements (See, e.g. Bauer & Swanson, 2023a, 2023b;
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Figure 3 — Macroeconomic effects of monetary policy

a) Target shock b) Path shock c) Term premium shock
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The
identification period spans from 1988 – 2019. The horizontal axis is measured in months. All interest
rate and bond premium responses are measured in percentage points. All other responses are measured
in percent. 90% confidence intervals are based on a moving block bootstrap with 10,000 replications.
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Miranda-Agrippino & Ricco, 2021). However, our shock series, derived from the
methodology outlined in Bu et al. (2021), explains 98.6% of the variation in the shock
identified by Bu et al. (2021). This shock has been demonstrated to be unpredictable
by any information available prior to the FOMC announcement. Consequently, this
suggests that the exogeneity condition may indeed be satisfied.

We now turn to the findings from the SVAR model, which was identified with external
instruments. Figure 3 illustrates the impulse responses to identified three-dimensional
monetary policy shocks, standardized to cause a 0.25 basis points increase in the
corresponding interest rate. The solid black lines represent the point estimates, while
the shaded regions indicate 90 percent confidence intervals, which are derived from
10,000 bootstrap replications.21

The responses to the target shock are depicted in panel a) of Figure 3. By construction,
the three-month interest rate increases by 0.25 percentage points on impact and then
gradually declines. The same holds for the two-year Treasury yield with a slightly
lower increase on impact. The term spread decreases by 0.1 percentage points on
impact and then gradually increases. The exchange rate significantly appreciates by
about one percent on impact and then slowly depreciates. Industrial production is
hardly affected. The CPI drops slightly on impact, by about 0.05 percent, then increases
gradually. The response turns insignificant after about three months. The excess bond
premium decreases on impact, becoming statistically insignificant as it increases again.

Panel b) of Figure 3 shows the responses to the path shock. By construction, the
three-month interest rate is not affected on impact, and the two-year Treasury yield
increases by 0.25 percentage points on impact. It then gradually decreases. The
responses of the term spread, industrial production, and the exchange rate are similar to
the target shock. The CPI drops slightly on impact and then declines around 0.4 percent
over the following years. The excess bond premium increases around five basis points
on impact, increases a further five basis points over a few months, and then declines
back.

Finally, panel c) of Figure 3 shows the responses to the term premium shock. The
three-month interest rate and the the two-year Treasury yield are not affected on impact.

21For calculating the confidence intervals, a moving block bootstrap technique is employed as suggested
by Jentsch and Lunsford (2019, 2021). This approach yields confidence intervals that are asymptotically
accurate under relatively mild α-mixing conditions. The length of each block is fixed at 24, and to address
the difference between estimation and identification samples, any missing values in the instruments are
set to zero (see, e.g. Känzig, 2021).
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Figure 4 — Macroeconomic effects of monetary policy using long identification sample

a) Target shock b) Path shock c) Term premium shock
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The red dashed
lines indicate our baseline responses. The responses are normalized to a 25 bp increase in the 3M
rate, 2Y rate, and 10Y - 2Y spread, respectively. The identification period spans from 1982 – 2019. The
horizontal axis is measured in months. All interest rate and bond premium responses are measured in
percentage points. All other responses are measured in percent. 90% confidence intervals are based on
a moving block bootstrap with 10,000 replications.
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By construction, the term spread increases by 0.25 percentage points on impact and
then gradually declines. Industrial production increases by 0.25 percent on impact
and progressively reverts to steady-state, rendering the response insignificant after
about six months. The exchange rate appreciates by about one percent on impact, then
depreciates towards steady-state within a year. The CPI drops slightly on impact and
then decreases further gradually. However, the response is not significantly different
from zero. The excess bond premium increases on impact and then gradually decreases.

The impulse responses to these three monetary policy shocks are generally consistent
with the predictions of standard macroeconomic models. We do not find evidence for
a delayed overshooting of the exchange rate. Nevertheless, some estimates are not
statistically significant. Moreover, the excess bond premium response to the target
shock and the industrial production response to the path shock are puzzling. In a recent
paper, Swanson (2024) also finds similar puzzling responses, particularly for industrial
production, the CPI, and the bond spread, to what he calls FFR, forward guidance, and
LSAP shocks. He argues this is due to the “Fed response to news bias” channel. This
means that the Fed often tightens monetary policy when there is positive economic and
financial news. This action moves economic variables in the opposite direction of what
is expected from real monetary policy shocks, potentially leading to attenuation bias of
the impulse responses. This channel may also explain the puzzling responses we find.

Because we are not using high-frequency data to construct our shocks, we can estimate
them going back even further than 1988. We identify another 92 event days between
1982 and 1988 and use them to estimate the monetary policy shock series. Figure 4
shows the impulse responses using this longer identification sample. The responses
are qualitatively similar to our baseline, with F -statistics of comparable magnitude.
Therefore, the results are not driven by the sample period. This contrasts the finding of
Kim et al. (2017), who finds that the exchange rate overshooting is an artifact of the 80s.
Figure 22 in the Appendix shows that the shocks over the longer and shorter samples
are highly correlated.

4.4 Robustness
We conducted a range of robustness tests reported in Appendix G.

Robustness of daily responses We examined the response of bilateral exchange rates.
For all three shocks, the USD appreciates bilaterally against a variety of other currencies
(CHF, JPY, GBP, EUR, CAD). As bilateral exchange rates are more volatile, estimation
uncertainty is larger. Therefore, although the point estimates sometimes deviate from
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the response of the trade-weighted exchange rate, the differences are not statistically
different from zero.

The main results carry over when excluding major data releases. The number of
observations falls for two reasons. We exclude To = 1, 240 data release dates from
the sample. As a consequence, the F -statistics fall slightly. Still, for the path and term
premium shocks, it fulfills the rule of thumb by Lewis (2022b). In addition, the responses
of the exchange rate remain qualitatively similar.

We may expect that the volatility of changes in financial market variables differs
according to the day of the week. For example, the exchange rate change on Monday
(compared to Friday) may be different because news is released over the weekend. We
therefore restrict the control days to Tuesday and Wednesday, the days of the week
where 78% of all FOMC decisions take place. The F -statistics of the path shock indeed
increases. However, the responses of the exchange rate remain qualitatively unchanged.

Bauer and Swanson (2023b) suggest that speeches comprise relevant information about
monetary policy. However, our results are not driven by the relevant speeches we
included as policy events. The impulse responses are estimated on a sample excluding
speeches (To = 79). The impulse responses and the F -statistics remain qualitatively
unchanged.

We also exclude a series of periods associated with increased financial market volatility
(To = 938). The number of observations falls substantially, leading to higher estimation
uncertainty. However, the F -statistics are still reasonably high, and the point estimate
of the exchange rate response is qualitatively similar to the baseline.

Recent research has shown that minutes released by the FOMC affect financial markets
(Swanson & Jayawickrema, 2023). We exclude To = 261 such days from the sample. The
results remain virtually unchanged.

We also exclude unscheduled FOMC decisions from the sample. Note that this removes
To = 59 events, which occur predominantly before 1994. Before then, policy meetings
were not announced in advance (Swanson & Jayawickrema, 2023). The F -statistics
fall for all three shocks. In particular, the responses to the target shock are not well
identified anymore, and the exchange rate response is statistically insignificant. This
suggests that with better central bank communication, target surprises lost importance,
but path and term premium surprises gained importance.
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Other central banks may respond to US monetary policy surprises, which also affect
the exchange rate. We, therefore, exclude monetary policy announcements by the ECB
(starting in 1999) and the Bank of England (starting in 1997). In total, this removes
To = 440 observations. The results remain virtually unchanged.

We hypothesize that the importance of various shocks varied over time. The path and
term premium shocks were probably particularly relevant at the effective lower bound
(ELB).22 Indeed, when estimating the model on an effective lower bound sample, the
F -statistic for the target shock drops to 0, suggesting that no target monetary policy
shock exists during this episode. Meanwhile, the exchange rate responses remain
qualitatively similar for the path and term premium shocks. However, as the sample is
much smaller, the F -statistics are lower, and the estimation uncertainty is higher. We
also estimated a specification with data starting in 1982. Note that the event periods
before 1988 are defined as days with policy rate changes. However, the F -statistics
fall for all three shocks, suggesting that the background noise with unannounced
policy changes during this early sample period was much higher and, therefore, the
instruments very weak.

Finally, we estimated specifications by removing all controls, adding more lags of the
dependent variables, and adding additional controls (stock price index, commodity
price index, news sentiment index, corporate bond spread). The results are hardly
affected.

Robustness of monthly responses To check whether our puzzling responses on monthly
frequency are driven by the “Fed response to news bias” channel, following Jarociński
and Karadi (2020) and Miranda-Agrippino and Nenova (2022), we censor our monetary
policy shocks to zero whenever they move in the same direction as stock prices.23 These
periods may be affected by either a “Fed response to news bias” or an information effect
(Nakamura & Steinsson, 2018). For example, suppose the Federal Reserve provides a
more optimistic view of the state of the economy. In that case, stock prices may rise while
markets are surprised by the monetary policy tightening. Figure 16 in the Appendix
shows that the puzzles are eliminated when censoring the shocks. The response of
the excess bond premium to the target shock is now positive, and the response of
industrial production to the path shock is now negative and statistically significant. The
other responses remain qualitatively similar, although somewhat less attenuated. This

22We define the ELB period from December 16, 2008, to December 16, 2015, as well as from March 16,
2020, to March 17, 2022.

23This procedure is also known as the poor man’s sign restrictions.
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suggests that the “Fed response to news bias” might be present, even if Bu et al. (2021)
find that their method estimates shocks that are not predictable.

Another robustness check addresses the concern that the target shock is quite volatile
during the ELB period when, by definition, no such shocks should exist. We, therefore,
censored the target shock to zero whenever the federal funds rate was at the effective
lower bound. The results in Figure 17 in the Appendix are almost identical to the
baseline.

Is there evidence for the delayed overshooting puzzle using existing monetary policy
shocks? To address this question, we estimate the impulse responses to the Swanson
(2021) and Bu et al. (2021) shocks. The results are shown in Figure 18 and 19 in the
Appendix. The path shock of Swanson (2021) generates a puzzling increase in industrial
production. The LSAP shock generates puzzling responses regarding the sign of the
CPI, the exchange rate, and the excess bond premium. However, these responses should
be taken with a grain of salt, as the first-stage F -Statistics are well below 10. The Bu
et al. (2021) shock generates responses in line with macroeconomic models. However,
the first-stage F -statistic is very low, suggesting that the instrument is weak. Thus, even
with existing monetary policy shocks, there is no evidence for a well-identified delayed
overshooting puzzle.

Finally, we identify the three shocks using our shocks and the Swanson (2021) shocks as
instruments. Thus the model is overidentified. These different types of shocks might
complement each other and provide more precise estimates. However, the first-stage
F -statistics are below ten and lie somewhere in between our baseline and the Swanson
(2021) F -statistics (See Table 2). The results are shown in Figure 20 in the Appendix.
The responses constitute a mix of the responses to the individual shocks, being closer to
our baseline responses.

5 Concluding remarks
In this paper, we propose to combine a heteroscedasticity-based identification scheme
with recursive zero restrictions to identify multiple orthogonal monetary policy shocks
along the term structure of interest rates. We then show how to estimate daily dynamic
causal effects by modifying the IV approach by Rigobon and Sack (2004).

Applying this identification scheme, we contribute to the ongoing debate in the literature
about the effects and the timing of monetary policy shocks on the exchange rate.
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So far, there is little evidence in the literature on whether different monetary policy
actions, such as changes in the interest rate target, forward guidance, or large-scale asset
purchases, affect the exchange rate differently.

The results show that all three dimensions have the expected effect on the exchange
rate. A monetary policy tightening appreciates the exchange rate immediately. There
is no evidence to support the presence of delayed exchange rate overshooting. This
finding holds true for all three identified monetary policy dimensions. Moreover, we
do not find evidence that different policy actions affect the exchange rate in different
directions. Differences appear mainly in the persistence of the exchange rate effects.
However, the responses on horizons that are longer than two weeks suffer from large
estimation uncertainty.

To estimate the effects on lower frequency and on other macroeconomic variables, we
extend the methodology developed by Bu et al. (2021) to estimate multiple dimensions
of monetary policy shocks. Using the shocks in an SVAR identified via external
instruments, we find persistent responses of the exchange rate. However, we do
not find evidence for an exchange rate overshooting or that different policy actions
affect the exchange rate in different directions. This holds when we estimate the
model with data including the 1980s and extend our shock series back to 1982.
Therefore, this suggests that the delayed overshooting puzzle is an artifact of the
identification scheme rather than the estimation period (Kim et al., 2017). This also has
implications for the calibration of theoretical models of exchange rate dynamics based
on portfolio-adjustment costs (see e.g. Bacchetta & Van Wincoop, 2021).

Further, we find that our shocks are substantially correlated with the multi-dimensional
high-frequency surprises by Swanson (2021), even though we use a different method
based on daily data. This suggests that our procedure is a valid alternative for countries
and periods where high-frequency data is missing or the exact time-stamp of monetary
policy announcements is unknown.

Because this approach is not reliant on high-frequency data and the exact timing of
events, a promising avenue for future research could be to apply it to other fields where
identifying causal relationships is challenging. For example, similar to Bianchi et al.
(2024), it could be used to estimate the effects of news shocks on financial markets.
Moreover, it could be used to estimate the effects of monetary policy in a historical
context, provided that daily data exist.
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A Extension daily model
We may extend this framework to include observed control variables, such as lags of
the dependent variables, in the information set. Let the model comprise M control
variables:

yt =
∑L

l=1 Φlxt−l + Ψεt + Γvt for t ∈ P (26)

yt =
∑L

l=1 Φlxt−l + Γvt for t ∈ C

where Φl are N × M matrices of coefficients for every lag l = 1, . . . , L. Then, we add
xt−l, for l = 1, . . . , L as additional regressors in the IV estimation. The construction of
the instrument remains unchanged.24

Following Jordà (2005), we can also estimate dynamic effects by iterating the dependent
variable forward:

yt+h =
∑L

l=1 Φ(h)
l xt−l +

∑h
n=0 Ψ(h−n)εt+n + Γ(h−n)vt+n for t ∈ P (27)

yt+h =
∑L

l=1 Φ(h)
l xt−l +

∑h
n=0 Γ(h−n)vt+n for t ∈ C

where Ψ(h) and Γ(h) are the impulse response functions after h periods and Φ(h)
l are

coefficients on the control variables, which differ for every horizon h.25

The error term in the IV estimation includes future monetary policy and other shocks. As
the instruments are only affected by current shocks, not by future shocks, the exclusion
restriction is still valid.26 We can therefore use the same first-stage and then replace
the dependent variable in the second stage with yt+h to estimate the impulse response
after h periods. For the same reason, we can estimate cumulative responses by using∑h

n=0 yt+h as the dependent variable with the same instrument.

B Simulation study
We conducted a simulation study to show that we can recover the impulse responses of
a multi-dimensional monetary policy shock with our IV estimator. We simulate 5’000
observations for N = 3 variables using VAR with P = 2 lags. There are R = 3 i.i.d.

24If xt−l = yt−l and L = 1 we have the structure of a VAR of order 1.
25For example, if the data generating process is a VAR(1) we have that yt+h = Φhyt−1 +∑h
n=0 Φh−nΨεt+n + Φh−nΓvt+n, with Ψ(h) ≡ ΦhΨ and Γ(h) ≡ ΦhΓ.
26However, the error term is autocorrelated, such that it is important to use a HAC-consistent variance

estimator (see Newey & West, 1987)
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structural shocks that occur on all periods and E = 2 i.i.d. structural shocks that occur
every 3rd period only. Both impact matrices are lower triangular. The specific values of
the impact matrices and VAR coefficients are drawn randomly subject to the constraint
that the VAR is stationary.

Figure 1 shows that we can estimate the impulse responses of the three variables to the
two shocks that occur only every 3rd period using the recursive heteroskedasticity-based
IV estimator. The impact effect is accurately estimated, while there are larger deviations
and wider confidence intervals at longer horizons. Looking at the estimated responses
for the third dimension, which does actually not exist, we see that the confidence
intervals are wide and include zero. In addition, the F -statistic is lower than 23, the
rule-of-thumb by Lewis (2022b).

C Estimation of shocks via OLS
According to Bu et al. (2021) we can estimate the underlying shocks via an OLS
regression of the cross-sectional variation of the interest rates across the term structure
and the impact matrix. Let our estimated Ψ̃ be proportional to the true impact matrix:
Ψ̃A = Ψ, where A is a diagonal matrix. The OLS estimator for a given time period t

reads:

ε̂t = (Ψ̃′Ψ̃)−1Ψ̃′yt. (28)

On policy event days, the interest rates are affected by monetary policy shocks and
other shocks: yt = Ψεt + Γvt. Therefore

ε̂t = (Ψ̃′Ψ̃)−1Ψ̃′Ψεt + (Ψ̃′Ψ̃)−1Ψ̃′Γvt. (29)

Using the fact that Ψ̃ is proportional to Ψ yields

ε̂t = Aεt + (Ψ̃′Ψ̃)−1Ψ̃′Γvt. (30)

Note that if (Ψ̃′Ψ̃)−1Ψ̃′Γ is different from zero, we will introduce background noise
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Figure 1 — Impulse responses simulated data E = 2
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because the other structural shocks vt will lead to time-variation in the estimated
monetary policy shocks. Therefore, we need an orthogonality assumption. Let us
assume that:

E[Γvt|Ψ̃] = 0 (31)

which corresponds to the classical OLS assumption that the error term is uncorrelated
with the regressors. Using the law of total expectation we then obtain:

E[ε̂t] = Aεt + E
[(

Ψ̃′Ψ̃
)−1 Ψ̃′E[Γvt|Ψ̃]

]
= Aεt. (32)

Therefore, OLS yields an unbiased estimate of the underlying shocks (up to a scale) if
the sensitivity of the interest rates across the term structure to other structural shocks
is unrelated to the sensitivity across the term structure to the monetary policy shocks
(E[Γvt|Ψ̃] = 0).

D External instrument identification with k shocks and k

instruments
In this Appendix, we provide more details on the joint identification strategy of the
k = 3 monetary policy shocks in a SVAR with k instruments (See also Känzig, 2021;
Lakdawala, 2019; Mertens & Ravn, 2013, for other applications). Specifically, we
allow the instruments to be correlated not only with one structural shock but impose
additional restrictions on their impact effects.

We start by organizing the structural shocks as εt =
(

ε′
1,t ε′

2,t

)′
, where ε1,t represents a

k×1 vector of the structural shocks we aim to identify, and ε2,t denotes a (n−k)×1 vector

encompassing the remaining structural shocks. Similarly, we express ut as
(

u′
1,t u′

2,t

)′
.

The identification of these shocks relies on moment restrictions for the instrument as
follows:

E
[
ztε

′
1,t

]
= Φk×k (33)

E
[
ztε

′
2,t

]
= 0k×(n−k) (34)
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where Φ is of full rank. The covariance restrictions are expressed by the equation:

SS ′ = Ω. (35)

In the next step, we partition S as

Sn×n =
(

Sn×k
1 , S

n×(n−k)
2

)
=
(

Sk×k
11 S

k×(n−k)
12

S
(n−k)×k
21 S

(n−k)×(n−k)
22

)
. (36)

The instrument moment conditions together with ut = Sεt imply

Σzu′ = E [ztu
′
t] = E [ztε

′
t] S ′ = E

[
zt

(
ε′

1,t ε′
2,t

)](S ′
1

S ′
2

)
= (Φ, 0)

(
S ′

1

S ′
2

)
= ΦS ′

1. (37)

Together with the variances of ut and εt, this yields

E [ztu
′
t]E [utu

′
t]

−1 E [utz
′
t] = ΦS ′

1 (SS ′)−1
S1Φ′ = ΦS ′

1(S ′)S−1S1Φ′ = ΦΦ′ (38)

where S−1S1 =
(

Ik 0(n−k)×k

)′
. If k = 1, Φ is a scalar and the identification is unique up

to sign and scale. If k > 1, Φ has k2 unique elements, while ΦΦ′ is symmetric with only
k(k+1)

2 unique elements. Hence, S1 is only identified up to a rotation.

Another way to show this is by partitioning Σzu′ =
(

Σzu′
1

Σzu′
2

)
or equivalently

ΦS ′
11 = Σzu′

1
(39)

ΦS ′
21 = Σzu′

2
. (40)

Combining the two yields

S21S
−1
11 =

(
Σ−1

zu′
1
Σzu′

2

)′
. (41)
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This corresponds to the 2SLS estimator in a regression of u2,t on u1,t using zt as an
instrument for u1,t.

The covariance restrictions yield

SS ′ = Ω (42)(
S11 S12

S21 S22

)(
S ′

11 S ′
21

S ′
12 S ′

22

)
=
(

S11S
′
11 + S12S

′
12 S11S

′
21 + S12S

′
22

S21S
′
11 + S22S

′
12 S21S

′
21 + S22S

′
22

)
=
(

Ω11 Ω12

Ω21 Ω22

)
.

Since Ω is a covariance matrix, it is symmetric, i.e., Ω′
12 = Ω21. Thus, this system yields

three equations:

S11S
′
11 + S12S

′
12 = Ω11 (43)

S11S
′
21 + S12S

′
22 = Ω12 (44)

S21S
′
21 + S22S

′
22 = Ω22. (45)

To identify S up to a rotation, it is sufficient to find S11S
′
11, S22S

′
22, S21S

−1
11 and S12S

−1
22 .

This is because one can write

S =
(

L1 S12S
−1
22 L2

S21S
−1
11 L1 L2

)
(46)

where L1 = chol(S11S
′
11) and L2 = chol(S22S

′
22). This still satisfies SS ′ = Ω. Thus, it

proves useful to rewrite these equations in terms of S11S
′
11, S22S

′
22, S21S

−1
11 and S12S

−1
22 :

S11S
′
11 + S12S

−1
22 S22S

′
22(S ′

22)−1S ′
12 = Ω11 (47)

S11S
′
11S

−1
11 S ′

21 + S12S
−1
22 S12S

′
22 = Ω12 (48)

S21S
−1
11 S21S

′
21S

−1
11 S ′

21 + S22S
′
22 = Ω22. (49)

Note that S21S
−1
11 is identified by the instrument conditions. Thus, this is a system of 3
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matrix equations in 3 unknown matrices. The solutions are given by

S12S
′
12 =

(
Ω21 − S21S

−1
11 Ω11

)′
ζ−1 (Ω21 − S21S

−1
11 Ω11

)
(50)

ζ =
(
Ω22 + S21S

−1
11 Ω11(S ′

11)−1S ′
21 − S21S

−1
11 Ω12 − Ω21(S ′

11)−1S ′
21
)

(51)

S11S
′
11 = Ω11 − S12S

′
12 (52)

S22S
′
22 = Ω22 − S21S

−1
11 S11S

′
11(S ′

11)−1S ′
21 (53)

S12S
−1
22 =

(
Ω12 − S11S

′
11(S ′

11)−1S ′
21
)

(S22S
′
22)−1 (54)

which is sufficient to evaluate S.

However, this only identifies S up to a rotation. The parameter space can be
characterized by

SR =
(

L1 S12S
−1
22 L2

S21S
−1
11 L1 L2

)(
Rk 0
0 Rn−k

)
=
(

L1Rk S12S
−1
22 L2Rn−k

S21S
−1
11 L1Rk L2Rn−k

)
(55)

where R is an orthonormal rotation matrix. Our focus is on pinpointing the first k shocks,
which entails selecting an appropriate Rk rotation submatrix for S1’s identification.
Setting Rk = Ik is deemed a suitable choice for the scenario under consideration. This
presupposes that the VAR orders the three-month interest rate first, followed by the
two-year Treasury yield, and then the ten-year Treasury yield. Given that L1 is a lower
triangular matrix, it implies the assumption that initially, the path and term premium
shocks have no immediate effect on the three-month interest rate. Furthermore, it
assumes that the term premium shock does not immediately impact the two-year
Treasury yield. These additional assumptions identify the three structural shocks.
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E Data

Table 1 — Time series

Category Source Variants Time stamp Comments

Treasury bill
yields

Board of
Governors

3M, 6M, 1Y, 2Y,
3Y, 5Y, 7Y, 10Y,
20Y, 30Y

4pm EST www.federalreserve.gov/releases/h15/

Treasury bill
yields

Gürkaynak et al.
(2007)

1Y to 30Y https://www.federalreserve.gov/data/
nominal-yield-curve.htm

Federal Funds
Rate

Board of
Governors

Close www.federalreserve.gov/releases/h15/

Exchange rates Board of
Governors

NEER,
USD/CHF,
USD/JPY,
USD/GBP,
USD/EUR

Noon EST www.federalreserve.gov/releases/h10/. For the
nominal effective exchange rate, we linked the
discountinued series with FRED identifier DTWEXM
with DTWEXAFEGS. For the USD/EUR exchange
rate, we linked the USD/DEM with the USD/EUR
exchange rate using the official changeover exchange
rate from www.eu-info.de/euro-waehrungsunion/
5007/5222/5170/.

Stock prices TradingView S&P 500 4pm EST de.tradingview.com/symbols/SPX/
Bond spreads Moody’s AAA, BAA fred.stlouisfed.org/series/DAAA fred.stlouisfed.

org/series/DBAA. We computed the spreads as the
difference to the 10Y government bond yield.

Economic Policy
Uncertainty

Baker et al.
(2016)

fred.stlouisfed.org/series/USEPUINDXD

Commodity
price index

Dow Jones,
Bloomberg

Industrial
production

FRED Monthly FRED variable key: INDPRO

CPI FRED Monthly FRED variable key: CPIAUCSL
Excess bond
premium

Gilchrist and
Zakrajšek (2012)

Monthly
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Table 2 — Events

Category Source Comments
FOMC
announcements

1982 to 1987: https://www.federalreserve.gov/
monetarypolicy/fomc_historical_year.htm,
1988 to 2019: Swanson and Jayawickrema (2023),
from 2020: https://www.federalreserve.gov/
monetarypolicy/fomccalendars.htm

Discount rate
changes

Monetary Policy and Open Market Operations
1982 - 1989, FRBNY Quarterly Review, 1983 -
1990, https://www.newyorkfed.org/research/
quarterly_review/75th.html

Collected for 1982 -
1989

Speeches and
Congressional
Testimony

To 1996: https://alfred.stlouisfed.org/, from
1997: https://www.federalreserve.gov/
newsevents/speeches.htm

FOMC minutes https://www.federalreserve.gov/
monetarypolicy/fomccalendars.htm

Available from 1988

ECB decisions Altavilla et al. (2019) Available from 1999
BoE decisions Braun et al. (2023) Available from 1997
CPI releases https://www.bls.gov/bls/news-release/cpi.

htm, https://alfred.stlouisfed.org/
PPI releases https://www.bls.gov/bls/news-release/ppi.

htm
Available from 1994

Employment
situation releases

https://www.bls.gov/bls/news-release/
empsit.htm

Available from 1994

Employment cost
releases

https://www.bls.gov/bls/news-release/eci.
htm

GDP releases https://www.bea.gov/index.php/news/
archive?field_related_product_target_id=
All&created_1=All&title=gross%20domestic%
20product&page=0

Includes first, second
and third estimates.
Available from 1996

Industrial
production
releases

https://www.federalreserve.gov/releases/
g17/release_dates.htm

Notes: Prior to 1994, the FOMC did not explicitly announce its target for the federal funds rate, but
implemented changes in its target via open market operations. These open market operations were
conducted at 11:30am the next morning (see Swanson & Jayawickrema, 2023). Therefore, we use the
next day after a regularly scheduled FOMC meeting as event day from 1982 - 1987.
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F Identification of relevant speeches
Swanson (2023) and Swanson and Jayawickrema (2023) show that speeches and
Congressional testimony (henceforward just speeches) of the Chair and the Vice-Chair of
the Federal Reserve Board are an important source of variation in U.S. monetary policy.
Therefore, we augment the event dataset with carefully selected speeches. In contrast to
Swanson and Jayawickrema (2023) who read the newspaper the next morning to judge
whether the speech had implications for monetary policy, we use a more data-driven
approach to identify relevant speeches.

To identify speeches of the Chair and the Vice-Chair of the Federal Reserve, we apply a
Correlated Topic Model (CTM).27 Specifically, we downloaded all speeches by officials
of the Federal Reserve from 1996 onwards from the website of the Federal Reserve.28

Speeches before 1996 are collected from ALFRED. 29 We then identify and link together
words that often appear together (e.g., interest rate or Federal Reserve) by calculating
bigrams (contiguous sequences of two words). Finally, after cleaning the corpus from
stopwords, numbers, and punctuation, we apply the CTM.

The CTM was initially developed by Blei and Lafferty (2007). Here, we use the algorithm
described in Roberts et al. (2016), Roberts et al. (2019). Specifically, we estimate a
Structural Topic Model (STM), which reduces to a fast implementation of the CTM if
estimated without covariates.30 The CTM is a statistical model used to analyze large
sets of documents. It assumes that each document in the collection is made up of a
mixture of different topics, and each topic is a probability distribution over the words in
the vocabulary. It is superior in this context to other topic modeling approaches, such as
Latent Dirichlet Allocation (LDA), because it explicitly models the correlations between
the topics, which may be important for understanding the underlying structure of the
data. For classifying speeches of Federal Reserve officials, there may be certain topics
that are frequently discussed together (such as inflation and monetary policy) or that
have a strong influence on each other.

In the following, we use the notation as in Roberts et al. (2016). We denote the documents

27We follow Swanson and Jayawickrema (2023) and focus on the most influential members of the
FOMC: the Federal Reserve Board Chair and the Federal Reserve Board Vice Chair. However, to estimate
the topic model we use all speeches given by Federal Reserve Board Governors. Thus, the resulting topics
are rendered more interpretable by providing the algorithm with additional data.

28https://www.federalreserve.gov/newsevents/speeches.htm
29https://alfred.stlouisfed.org/
30See Roberts et al. (2016), Roberts et al. (2019) for more details on the STM.
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using the index d ∈ {1, . . . , D} and the words (or positions within the documents) using
the index n ∈ {1, . . . , N}. Each word in a document, represented as wd,n, is an instance of
distinct words drawn from a vocabulary that is indexed by v ∈ {1, . . . , V }. Additionally,
the model assumes the selection of a certain number of topics, K, which are indexed by
k ∈ {1, . . . , K}.

The CTM is a generative model assuming that each document d, given the number of
topics K and observed words wd,n, is generated in the following way:

ηd ∼ NK−1(µ, Σ) (56)

θd,k = exp(ηd,k)∑K
i=1 exp(ηd,i)

(57)

where ηd is the latent topic proportion vector for document d, transformed to the
simplex via a logistic function to get θd. ηd,K is fixed to zero to identify the model. µ is
the mean vector, and Σ is the covariance matrix (capturing topic correlations) of the
topic proportion. Given the topic proportion vector, θd, for each word, indexed by n,
within document d, a topic indicator is sampled from

zd,n ∼ MultinomialK(θd) (58)

whose positive component indicates the topic associated with that particular position.
Conditional on such a topic indicator, a word is sampled from

wd,n ∼ MultinomialV (βzd,n
) (59)

where V is the size of the vocabulary and β is the K × V matrix representing the
distributions of terms in the vocabulary corresponding to the K topics.

The objects of interest in a CTM include the distributions of topics within documents
(θd), the distributions of words across topics (β), the topic assignments for each word
(zd,n), and the parameters (µ, Σ) of the logistic normal distribution. Estimating these
components allows for a comprehensive understanding of the thematic structure present
in a text corpus. However, inference in a CTM is challenging due to the non-conjugate
nature of the logistic normal and multinomial distributions. Here, an approximate
variational EM algorithm using a Laplace approximation developed by Roberts et al.
(2016) is used. We refer to their paper for more details on the estimation procedure.
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Figure 2 — Topic prevalence with the top words that contribute to topics
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future, conference, environment, changing, deal, major, change, changed, experience, remarks
trade, american, export, trading, america, agricultural, economy, services, rural, farm
government, private, public, treasury, federal, congress, plan, private_sector, benefit, governmental
systems, telecommunications, industry, public, business, critical, testing, planning, efforts, financial
price, prices, money, monetary, monetary_policy, inflation, policy, commodity_prices, supply, nominal
federal_reserve, federal, remarks, promoting, conducting, control, enhances, supports, federal_reserve_board, congress
reserves, reserve, balances, deposits, demand, rate, market, monetary_policy, banks, required
check, checks, payments, services, electronic, institutions, availability, collection, automation, return
committee, governors, chairman, opportunity, testimony, congress, pleased, senate, views, federal
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percent, expenses, budget, increase, services, costs, total, cost, operations, initiatives
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With the top words that contribute to each topic
Speeches topics

We use the default values of the algorithm developed by Roberts et al. (2019) and set
the number of topics to K = 50. Figure 2 illustrates the identified topics in terms of
their frequency of occurrence within the text corpus and the words that most accurately
describe them. From a human standpoint, the top words are perceived as coherent
and meaningful, resulting in the interpretability of the topics. Therefore, we use the
top words to identify the topics associated with monetary policy. We explicitly choose
only those topics that are directly related to monetary policy. In doing so, we can avoid
possible concerns regarding information effects (see Nakamura & Steinsson, 2018).
According to our judgment, the following six topics hold the greatest relevance for
monetary policy: 6, 20, 30, 31, 36, 46. Accordingly, we identify and include 81 speeches
in the event dataset.
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G Robustness tests

G.1 Daily responses

Figure 3 — Bilateral exchange rates
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The
model is estimated for every bilateral exchange rate. The horizontal axis is measured in working days
(excluding weekends and holidays). The exchange rate response is measured in percent. Red dashed
lines give the baseline response of the trade-weighted exchange rate. 90% and 95% confidence intervals
are based on HAC-robust standard errors. Tp, Tc, To denote the number of policy event days, control
days, and other days, respectively.
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Figure 4 — Excluding data releases
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The model
is estimated on a sample excluding important data releases. The horizontal axis is measured in working
days (excluding weekends and holidays). All interest rate responses are measured in percentage points.
The exchange rate response is measured in percent. The red dashed lines give the responses in the
baseline model. 90% and 95% confidence intervals are based on HAC-robust standard errors. Tp, Tc, To

denote the number of policy event days, control days, and other days, respectively.
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Figure 5 — Tuesday and Wednesday as control days
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses are
normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The horizontal
axis is measured in working days (excluding weekends and holidays). The model is estimated on a
sample using only Tuesdays and Wednesdays as control days. All interest rate responses are measured
in percentage points. The exchange rate response is measured in percent. The red dashed lines give the
responses in the baseline model. 90% and 95% confidence intervals are based on HAC-robust standard
errors. Tp, Tc, To denote the number of policy event days, control days, and other days, respectively.
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Figure 6 — Excluding speeches
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The
model is estimated on a sample excluding speeches. The horizontal axis is measured in working days
(excluding weekends and holidays). All interest rate responses are measured in percentage points. The
exchange rate response is measured in percent. The red dashed lines give the responses in the baseline
model. 90% and 95% confidence intervals are based on HAC-robust standard errors. Tp, Tc, To denote
the number of policy yevent da, control, and other days, respectively.
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Figure 7 — Excluding volatile crisis periods
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The model
is estimated on a sample excluding volatile crisis periods. The horizontal axis is measured in working
days (excluding weekends and holidays). All interest rate responses are measured in percentage points.
The exchange rate response is measured in percent. The red dashed lines give the responses in the
baseline model. 90% and 95% confidence intervals are based on HAC-robust standard errors. Tp, Tc, To

denote the number of policy event days, control days, and other days, respectively.
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Figure 8 — Excluding FOMC minutes releases
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The
model is estimated on a sample excluding days with releases of FOMC minutes. The horizontal axis is
measured in working days (excluding weekends and holidays). All interest rate responses are measured
in percentage points. The exchange rate response is measured in percent. The red dashed lines give the
responses in the baseline model. 90% and 95% confidence intervals are based on HAC-robust standard
errors. Tp, Tc, To denote the number of policy event days, control days, and other days, respectively.
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Figure 9 — Excluding unscheduled policy events
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The model
is estimated on a sample excluding unscheduled FOMC decisions. The horizontal axis is measured
in working days (excluding unscheduled policy events). All interest rate responses are measured in
percentage points. The exchange rate response is measured in percent. The red dashed lines give the
responses in the baseline model. 90% and 95% confidence intervals are based on HAC-robust standard
errors. Tp, Tc, To denote the number of policy event days, control days, and other days, respectively.

55



Figure 10 — Excluding ECB and BoE decisions
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The model
is estimated on a sample excluding days with decisions by the ECB and the Bank of England. The
horizontal axis is measured in working days (excluding weekends and holidays). All interest rate
responses are measured in percentage points. The exchange rate response is measured in percent. The
red dashed lines give the responses in the baseline model. 90% and 95% confidence intervals are based
on HAC-robust standard errors. Tp, Tc, To denote the number of policy event days, control days, and
other days, respectively.
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Figure 11 — At the effective lower bound
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The model
is estimated on a sample restricted to the effective lower bound period. The horizontal axis is measured
in working days (excluding weekends and holidays). All interest rate responses are measured in
percentage points. The exchange rate response is measured in percent. The red dashed lines give the
responses in the baseline model. 90% and 95% confidence intervals are based on HAC-robust standard
errors. Tp, Tc, To denote the number of policy event days, control days, and other days, respectively.
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Figure 12 — Long sample (1982–2022)
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The
model is estimated on a long sample from 1982–2022. The horizontal axis is measured in working days
(excluding weekends and holidays). All interest rate responses are measured in percentage points. The
exchange rate response is measured in percent. The red dashed lines give the responses in the baseline
model. 90% and 95% confidence intervals are based on HAC-robust standard errors. Tp, Tc, To denote
the number of policy event days, control days, and other days, respectively.
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Figure 13 — No controls
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The
model is estimated without controls. The horizontal axis is measured in working days (excluding
weekends and holidays). All interest rate responses are measured in percentage points. The exchange
rate response is measured in percent. The red dashed lines give the responses in the baseline model.
90% and 95% confidence intervals are based on HAC-robust standard errors. Tp, Tc, To denote the
number of policy event days, control days, and other days, respectively.
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Figure 14 — Additional lags (P = 8)
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The model
includes additional lags of the dependent variables (P = 8). The horizontal axis is measured in working
days (excluding weekends and holidays). All interest rate responses are measured in percentage points.
The exchange rate response is measured in percent. The red dashed lines give the responses in the
baseline model. 90% and 95% confidence intervals are based on HAC-robust standard errors. Tp, Tc, To

denote the number of policy event days, control days, and other days, respectively.
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Figure 15 — Additional controls
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The responses
are normalized to a 25 bp increase in the 3M rate, 2Y rate, and 10Y - 2Y spread, respectively. The model
is estimated with additional controls (stock price index, commodity price index, corporate bond spread,
news sentiment index). The horizontal axis is measured in working days (excluding weekends and
holidays). All interest rate responses are measured in percentage points. The exchange rate response
is measured in percent. The red dashed lines give the responses in the baseline model. 90% and 95%
confidence intervals are based on HAC-robust standard errors. Tp, Tc, To denote the number of policy
event days, control days, and other days, respectively.
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G.2 Monthly responses

Figure 16 — With poor man’s sign restrictions

a) Target shock b) Path shock c) Term premium shock
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The red dashed

lines indicate our baseline responses. The responses are normalized to a 25 bp increase in the 3M rate,

2Y rate, and 10Y - 2Y spread, respectively. Shocks that move in the same direction as stock prices are

set to zero (see Jarociński & Karadi, 2020). The horizontal axis is measured in months. All interest rate

and bond premium responses are measured in percentage points. All other responses are measured in

percent. 90% confidence intervals are based on a moving block bootstrap with 10,000 replications.
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Figure 17 — Setting the target to zero at the effective lower bound

a) Target shock b) Path shock c) Term premium shock
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The red dashed
lines indicate our baseline responses. The responses are normalized to a 25 bp increase in the 3M rate,
2Y rate, and 10Y - 2Y spread, respectively. The target shock is set to zero at the effective lower bound.
The horizontal axis is measured in months. All interest rate and bond premium responses are measured
in percentage points. All other responses are measured in percent. 90% confidence intervals are based
on a moving block bootstrap with 10,000 replications.
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Figure 18 — Using the shocks of Swanson (2021) as external instruments

a) FFR shock b) Path shock c) LSAP shock
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Notes: Impulse responses to monetary policy shocks identified by Swanson (2021). The red dashed lines
indicate our baseline responses. The responses are normalized to a 25 bp increase in the 3M rate, 2Y
rate, and 10Y - 2Y spread, respectively. The horizontal axis is measured in months. All interest rate
and bond premium responses are measured in percentage points. All other responses are measured in
percent. 90% confidence intervals are based on a moving block bootstrap with 10,000 replications.
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Figure 19 — Using the shocks of Bu et al. (2021) as external instruments
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Notes: Impulse responses to monetary policy shocks identified by Bu et al. (2021). The responses are
normalized to a 25 bp increase in the 2Y rate. The horizontal axis is measured in months. All interest
rate and bond premium responses are measured in percentage points. All other responses are measured
in percent. 90% confidence intervals are based on a moving block bootstrap with 10,000 replications.
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Figure 20 — Using our shocks together with the Swanson (2021) shocks as external instruments

a) Target shock b) Path shock c) Term premium shock
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Notes: Impulse responses to monetary policy shocks (target, path, and term premium). The red dashed
lines indicate our baseline responses. The responses are normalized to a 25 bp increase in the 3M rate,
2Y rate, and 10Y - 2Y spread, respectively. The model uses our baseline shocks and the shocks by
Swanson (2021) as external instruments. It is, therefore, overidentified. The horizontal axis is measured
in months. All interest rate and bond premium responses are measured in percentage points. All other
responses are measured in percent. 90% confidence intervals are based on a moving block bootstrap
with 10,000 replications.
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H Supplementary material

Table 3 — Comparison to existing shocks aggregated to monthly frequency

Swanson FFR Swanson Path Swanson LSAP Bu et al. (2021)

Target 0.955∗∗∗ 0.042 −0.293∗∗∗ 0.052∗∗∗

(0.312) (0.184) (0.098) (0.019)

Path 0.448 1.739∗∗∗ 0.478∗ 0.104∗∗∗

(0.304) (0.358) (0.260) (0.017)

Term premium −1.049∗∗ 0.372 1.259∗∗ 0.005

(0.413) (0.327) (0.583) (0.020)

Observations 336 336 336 312

R2 0.252 0.250 0.250 0.551

Adjusted R2 0.245 0.243 0.244 0.546

Notes: The table shows regressions of our estimated monetary policy shocks on the shocks provided by
Swanson (2021) and Bu et al. (2021). Before estimating the regressions, the shocks have been aggregated
to monthly by summing them up within the same month. Significance levels are given by ∗p<0.1;
∗∗p<0.05; ∗∗∗p<0.01. HAC robust standard errors are in parentheses.
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Figure 21 — Heteroscedasticity-based compared to high-frequency shocks
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Notes: These graphs compare our estimated three-dimensional monetary policy shock series to the
high-frequency series by Swanson (2021) on FOMC announcement dates from July 1991 to June 2019.
For readability, the series have been normalized to have a mean of zero and a standard deviation of
one.

68



Figure 22 — Heteroscedasticity-based shocks over long and short sample
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Notes: These graphs compare our estimated three-dimensional daily monetary policy shock series once
estimated on a sample from 1982 to 2019 and once on a sample from 1988 to 2019. For readability, the
series have been normalized to have a mean of zero and a standard deviation of one.
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Figure 23 — Heteroscedasticity-based shocks with alternative interest rate data
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Notes: These graphs compare our three-dimensional monetary policy shock series to the high-frequency
series by Swanson (2021) on FOMC announcement dates from July 1991 to June 2019. The estimates are
based on alternative interest rate data from the Federal Reserve Board. For readability, the series have
been normalized to have a mean of zero and a standard deviation of one.
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Table 4 — Comparison to existing shocks using alternative interest rate data

Swanson FFR Swanson Path Swanson LSAP Bu et al. (2021)

Target 1.852∗∗∗ 0.316 −0.273∗ 0.150∗∗∗

(0.313) (0.307) (0.146) (0.014)

Path 0.567∗∗ 2.334∗∗∗ 0.297 0.148∗∗∗

(0.245) (0.417) (0.208) (0.010)

Term premium −0.630∗ 0.745∗∗ 2.070∗∗∗ 0.003

(0.382) (0.331) (0.593) (0.011)

Observations 241 241 241 215

R2 0.385 0.376 0.360 0.788

Adjusted R2 0.378 0.368 0.352 0.785

Notes: The table shows regressions of our estimated monetary policy shocks using alternative interest
rate data by the Federal Reserve Board on the shocks provided by Swanson (2021) and Bu et al. (2021).
Significance levels are given by ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. HAC robust standard errors are in
parentheses.

Table 5 — Correlation matrix of monetary policy shocks

Target Path Term premium FFR Path LSAP BRW
Target 1.00
Path -0.23 1.00
Term premium 0.21 -0.11 1.00
Swanson FFR 0.52 0.03 -0.10 1.00
Swanson Path -0.12 0.57 0.03 -0.00 1.00
Swanson LSAP -0.14 0.18 0.46 -0.00 0.00 1.00
BRW 0.42 0.73 0.06 0.33 0.49 0.03 1.00

Notes: The table shows the correlation matrix of the monetary policy shocks. For comparison, we also
add the shocks by Swanson (2021) and Bu et al. (2021).
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Table 6 — Correlation matrix of monetary policy shocks censoring target shock at effective
lower bound

Target Path Term premium FFR Path LSAP BRW
Target 1.00
Path -0.27 1.00
Term premium 0.28 -0.11 1.00
Swanson FFR 0.58 0.03 -0.10 1.00
Swanson Path -0.14 0.57 0.03 -0.00 1.00
Swanson LSAP -0.09 0.18 0.46 -0.00 0.00 1.00
BRW 0.28 0.73 0.06 0.33 0.49 0.03 1.00

Notes: The table shows the correlation matrix of the monetary policy shocks. For comparison, we also
add the shocks by Swanson (2021) and Bu et al. (2021). The target shock is set to zero at the effective
lower bound.
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